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ABSTRACT
Software companies need to provide a large set of features satisfying
functional and non-functional requirements of diverse customers,
thereby leading to variability in space. Feature location techniques
have been proposed to support software maintenance and evolution
in space. However, so far only one feature location technique also
analyses the evolution in time of system variants, which is required
for feature enhancements and bug fixing. Specifically, existing tools
for managing a set of systems over time do not offer proper support
for keeping track of feature revisions, updating existing variants,
and creating new product configurations based on feature revisions.
This paper presents four challenges concerning such capabilities
for feature (revision) location and composition of new product
configurations based on feature/s (revisions). We also provide a
benchmark containing a ground truth and support for computing
metrics. We hope that this will motivate researchers to provide and
evaluate tool-supported approaches aiming at managing systems
evolving in space and time. Further, we do not limit the evaluation
of techniques to only this benchmark: we introduce and provide
instructions on how to use a benchmark extractor for generating
ground truth data for other systems. We expect that the feature
(revision) location techniques maximize information retrieval in
terms of precision, recall, and F-score, while keeping execution
time and memory consumption low.

CCS CONCEPTS
• Software and its engineering → Software product lines;
Traceability; Software reverse engineering; Reusability.

KEYWORDS
feature location, feature revision, software product line, repository
mining, benchmark extractor
ACM Reference Format:
Gabriela Karoline Michelon1,2, David Obermann1, Wesley K. G. Assunção3,
Lukas Linsbauer4, Paul Grünbacher1, Alexander Egyed1. 2021. Managing

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
SPLC’21, 06–11 September, 2021, Leicester, UK
© 2021 Association for Computing Machinery.
ACM ISBN 978-1-4503-XXXX-X/18/06. . . $15.00
https://doi.org/10.1145/1122445.1122456

Systems Evolving in Space and Time: Four Challenges for Maintenance,
Evolution and Composition of Variants. In 25th ACM International Systems
and Software Product Line Conference (SPLC ’21), September 06–11, 2021,
Leicester, United Kingdom. ACM, New York, NY, USA, 6 pages. https://doi.
org/10.1145/1122445.1122456

1 INTRODUCTION
Software companies have to tailor andmaintain variants of software
systems co-existing simultaneously to serve different customers
and new requirements. Variants of a system are composed of vari-
able assets related to different features that realize the variability
of a system [3]. The system variants reflect different configurations
and have been described as variability in space [28, 29]. Variability
in time, on the other hand, results from the need of modifying vari-
ants due to enhancements, for example, to address new customer
requirements or changes to the environment, such as alternative
hardware or the optimization of non-functional properties [29].
Thus, over the system life cycle, the introduction of new features in
existing variants, a.k.a evolution in space can be required. Further,
features can be subject to failures or unwanted behaviors and bug
fixes have to be done, introducing new revisions of features, which
is referred to as evolution in time [28]. Furthermore, the evolution
in time results in variant revisions, which are sequential versions of
a variant, containing different artifacts for the same configuration,
i.e., a set of features [4, 16].

The aforementioned scenarios lead to many system variants
that need to be managed and evolved in parallel. This highly in-
creases the workload of developers. Furthermore, keeping system
variability consistent across different types of artifacts manually is
an error-prone task [16]. Software product line (SPL) approaches
have been adopted by engineers for systematic variability manage-
ment and reuse of the core assets and features’ artifacts, thereby
accelerating the production of variants and reducing the effort and
costs for maintaining and creating products [12]. Regarding the
transition of existing systems to an SPL, feature location is the first
and one of the most essential tasks of the re-engineering process
to migrate a family of existing system variants into an SPL [2].

Despite feature location and SPLs cover the space dimension,
they do not address the time dimension [4]. SPLs by themselves do
not provide proper management of evolution in time and engineers
have to adopt additional mechanisms and tools. SPLs are frequently
managed in version control systems (VCSs), which track changes
of a system over time [5]. However, current VCSs have support for
managing the versions of variants but not for managing versions
of features. Some pieces of work point out the need for an SPL to
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have a portfolio to reflect potential versions of a feature, i.e., the
feature revisions that co-exist, which can be reused for creating
different variants [4, 16, 24].

Existing feature location techniques can locate features of a sys-
tem [6, 21, 25] or a set of systems [1, 22], but only at one point in
time. Although there are some feature location techniques consid-
ering the space dimension, they have limitations as presented in our
previous work [21]. Still, regarding the time dimension, there is only
one feature revision location technique able to retrieve traces of
feature revisions [24], which is in the early stages of development,
with sub-optimal results, and limitations in terms of the number of
feature revisions that can be located.

We thus stress the need of introducing new, or improving ex-
isting, feature (revision) location techniques by describing four
challenges to be solved by the research community and tool de-
velopers. These challenges are concerned with locating features at
one point in time as well as at multiple points in time (Section 2).
Yet, the proposed feature (revision) location techniques support
engineers in creating new configurations based on the traced fea-
tures and their revisions. By proposing these challenges, we aim to
motivate researchers and tool developers to optimize and address
the limitations of existing techniques and to develop more efficient
mechanisms for managing systems evolving in space and time.

Evaluating solutions for the challenges with a common bench-
mark can enable future work comparisons [21]. For this purpose,
we contribute with both a benchmark and a ground truth extractor1
for evaluating these techniques. Thus, the benchmark contains: (i)
a ground truth dataset2 with variants from three C open-source
systems evolving in space and time with their respective configura-
tions at one point and multiple points in time; (ii) tool utilities1 to
evaluate the efficiency of feature (revision) location techniques that
compute automatically three metrics: precision, recall, and f-score.

The remainder of this paper is structured as follows. Section 2
presents the motivation and challenges of this paper. Section 3
provides detailed information on the benchmark. We discuss the
scenarios and metrics for evaluating solutions and briefly explain
the ground truth extractor. Section 4 concludes the paper.

2 THE CHALLENGES
To describe our challenges, we now present the background of fea-
ture (revision) location techniques. Then we explain the importance
of these techniques, their current limitation, and observed complex-
ity, or lack of studies, which makes the challenges interesting.

2.1 Feature Location
A feature can be a functional or non-functional requirement that
represents a software system’s functionality [6]. Let’s use theMarlin
system, open-source firmware for 3D printers, as an example. It has
features for linear acceleration, control of the temperature to melt
the filament or buzzer sounds for warning signals [13]. Some of
the features are optional, i.e., not all products of a system have to
include them. These optional features are thus units of variability
responsible for changing the system’s functionality and behavior.

1https://github.com/GabrielaMichelon/git-ecco/tree/challenge
2http://doi.org/10.5281/zenodo.4586774

Marlin is an annotated SPL, however, according to a study from
Krüger et al. [13], not all optional features are used in variation
points, e.g., #ifdef preprocessor directives. During maintenance
and evolution, developers need the complete locations of features,
which can be outside the annotations. This requires manual work
that could be automated by feature location techniques. Further-
more, feature location techniques are helpful not only for the
software maintenance and evolution tasks as well as for the re-
engineering process of cloned software systems into SPLs [2, 26].

There already exists a large number of feature location tech-
niques, which use, e.g, textual, static, or dynamic analyses, or com-
binations thereof [6, 21]. Despite many feature location techniques
available, results can be compromised by the number of existing
software systems when using a comparison-based static analysis for
re-engineering existing software systems into SPLs [22], for exam-
ple. Yet, the quality results of textual analysis are highly-dependent
on index terms and queries, while the results from the dynamic
analysis are very sensitive to how scenarios and features are exe-
cuted [21]. Nonetheless, feature location techniques have different
evaluations, metrics, and ground truth data sets, making it diffi-
cult for practitioners to decide which one is most appropriate for
them [26]. Further, some of the work proposing feature location
techniques cannot be reproduced because of not available mate-
rial, which makes it difficult to compare existing feature location
techniques with improvements addressing their limitations [21, 26].

Therefore, more common benchmarking frameworks for evaluat-
ing feature location techniques have been suggested [18]. Currently,
there is a benchmark proposed by Martinez et al. [18] based on the
ArgoUML system, which is implemented in Java. However, differ-
ences in source code entities between different languages have a
strong impact on feature location [27]. Yet, there are few bench-
marks available that can be used to apply feature (revision) location
to C-preprocessor-based systems. A benchmark for C software sys-
tems would ease the proposal and evaluation of feature (revision)
location techniques because C is widely used for realizing SPLs
with preprocessor directives [19]. We thus now present our first
challenge:

Challenge 1: Feature location at one point in time. We aim
to motivate researchers and tool developers to evaluate existing
or new feature location techniques based on systems developed
in C or C++, using a common benchmark enabling the studies’
reproducibility and comparison.

We also want to motivate the development of approaches for au-
tomation of the reuse of features for composing new configurations.
We thus present our second challenge:

Challenge 2: Composition of new product configurations
with a set of features. We evaluate if the proposed feature loca-
tion approaches for C/C++ systems can be used to compose new
configurations with the traces retrieved to simplify and accelerate
the composition of not yet existing variants of a system.

2.2 Feature Revision Location
A feature revision represents the change of the implementation
artifacts associated with a feature at a specific point in time [11, 23].
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Previous studies [4, 11, 23, 24] stress the need to manage system
variants over time at the level of feature revisions. Even if a software
system already manages its features as an SPL, maintenance and
evolution will introduce changes, affecting the implementation of
the system’s features, which may become inconsistent across the ex-
isting variants. This makes changes increasingly hard to understand
and propagate to variants at any time a feature has to be revised [8].
In the literature and practice, there is no unified mechanism to
deal with the evolution of systems in space and time [4]. While
we presented a feature revision location technique for software
systems evolving in space and time in our previous work [24], there
are some limitations that need yet to be addressed. For instance, a
higher number of feature revisions could be traced with less mem-
ory consumption and higher effectiveness in retrieving information.
We thus present the third challenge to motivate researchers and
tool developers to improve our feature revision location technique
or propose new ones overcoming current limitations.

Challenge 3: Feature revision location at multiple points
in time. We expect solutions with feature revision location tech-
niques to automate the process of mapping implementation arti-
facts to feature revisions for every existing different implementa-
tion of a feature at multiple points in time.

Aiming to motivate better and unified mechanisms and tools for
system evolution in space and time, we present our fourth chal-
lenge. It is intended to use the feature revision location technique
solution from the third challenge as an extractive approach [2] for
re-engineering existing variants’ versions by systematically reusing
feature revisions. By raising initial solutions for systematic reuse in
software systems evolving in space and time to the level of features,
developers and engineers can benefit not only when propagating
bug fixes and refactoring but also when creating new configurations
with different behaviors of the same feature.

Challenge 4: Composition of new product configurations
with a set of feature revisions. We expect solutions that can
automate the reuse of existing feature revisions of a system in
order to compose different configurations with the different im-
plementations of features at different points in time.

3 BENCHMARK
Our benchmark can be used for evaluating and comparing feature
(revision) location techniques for the C programming language
with an established set of metrics1 and dataset2 from available
open-source systems.

3.1 Subject Systems
Our benchmark is composed of preprocessed SPLs implemented in
combination with version control systems, which keep a history
of the changes over time and enable us to generate ground truth
variants with features from multiple points in time. The systems
are LibSSH, Irssi, and Marlin. These systems have been used in
previous studies [9, 10, 14, 15, 20, 23, 24], and are managed in Git
repositories. We thus believe they are representative target systems
to be used to evaluate feature (revision) location techniques. The

LibSSH3 system is a multi-platform C library implementing the
SSHv2 protocol on the client- and server-side. This project was
initiated in 2005 and now has around 5000 commits in the master
branch. TheMarlin4 system is a variant-rich open-source embedded
firmware for 3D printers created in 2011 and with currently around
15000 commits. The Irssi5 system is an internet relay chat client for
Linux with around 6000 commits since 1999.

3.2 Evaluation Scenarios
3.2.1 Variants with Features. The scenarios for evaluating solutions
for Challenge 1 are from variants containing a set of features from
one release, i.e., the state of the system after the last commit of a
release in the repository. We designed 13 scenarios (Table 1) of each
system with a specific number of variants, where scenarios 1-10
have 1-10 input configurations and scenario 11 has 100, scenario
12 has 200, and scenario 13 has 300 input configurations.

For Challenge 2, we make available 50 new configurations that
do not exist in any one of the scenarios to evaluate the solutions.

Table 1: Scenarios to feature revision location.

Number of Features
Scenario Number of Variants LibSSH Marlin Irssi
1 1 65 41 26
2 2 91 56 32
3 3 99 61 37
4 4 102 65 40
5 5 104 65 40
6 6 104 67 40
7 7 104 67 41
8 8 104 67 41
9 9 104 67 41
10 10 104 67 41
11 100 104 67 41
12 200 104 67 41
13 300 104 67 41

3.2.2 Variants with Feature Revisions. The scenarios for evaluating
solutions for Challenge 3 are from variants containing a set of
feature revisions from 400 points in time, i.e., from the first 400 Git
commits of the master branch. We designed nine scenarios (Table 2)
for each system according to a specific number of Git commits, by
varying the number of variants for each system. For both all systems,
we present scenarios that consist of locating feature revisions from
1 point in time to up 400 points in time. Furthermore, we make
available an additional scenario for the LibSSH system with a set of
6730 variants, resulting in 6596 feature revisions from 103 features,
thereby covering the entire evolution of the master branch.

For Challenge 4, we make available one new configuration for
each point in time where solution proponents can combine different
feature revisions for all the scenarios presented in this work.

3https://gitlab.com/libssh/libssh-mirror
4https://github.com/MarlinFirmware/Marlin
5https://github.com/irssi/irssi
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Table 2: Scenarios for feature revision location.

LibSSH Marlin Irssi
S C V F R V F R V F R
1 1 14 14 0 1 1 0 7 7 0
2 5 22 14 8 19 13 6 11 7 4
3 10 32 14 18 24 13 11 16 7 9
4 15 40 15 25 37 16 20 21 7 14
5 50 111 34 77 81 16 64 65 15 50
6 100 182 34 148 333 130 179 84 16 101
7 200 322 39 283 463 135 303 170 28 209
8 300 458 40 418 579 139 413 341 28 314
9 400 575 40 536 683 142 514 441 28 414

S = Scenario; C = Number of Git commits; V = Number of
variants; F = Number of features; R = Number of feature re-
visions.

3.3 Format of the Proposed Solutions
The ground truth is composed of a set of variants and no traces,
which allows for multiple valid traces. Then, the solutions for all
challenges have to show as result the variants composed with the
mappings of each feature (revision) to its artifacts that are part
of a configuration, i.e., the artifacts that form the input and new
product configurations of the ground truth. Additionally, we expect
the result files from the metrics computed (see Section 3.4).

3.4 Metrics
In this section, we present the metrics suggested to evaluate the fea-
ture (revision) location technique regarding its quality (correctness)
and performance (scalability). The correctness must be computed
based on the comparison between the ground truth variants with
corresponding retrieved ones obtained after performing the feature
(revision) location.

3.4.1 Correctness. To evaluate the effectiveness of the feature re-
vision location technique, i.e., the quality of its search results, we
adopt efficient and frequently used information retrieval metrics
precision (P) and recall (R) [17, 26] (cf. Equations 1 and 2). Fur-
thermore, we also adopt the F-score (F), i.e., the harmonic average
between precision and recall, as a single value equally balancing
precision and recall (cf. Equation 3) and assessing the techniques’
effectiveness [7].

We used two levels of granularity due to the granularity of the
ground truth extraction. The variants can be obtained from lines
that have been added/removed/changed in C source code, binary, or
text files from Git commits. Therefore, the metrics can be computed
at the granularity of file-level and line-level: The file-level compari-
son checks if two complete files (ground truth and retrieved) match
their content; while the line-level analysis compares every line of
source code of two files (ground truth and retrieved).

Precision (Equation 1) is the relation of the true positives (TP),
i.e., the correctly retrieved files, which entire content matches, and
false positives (FP), i.e., the files that their entire content does not
match. At the line-level, TP are the lines of source code that match

related to the lines of source code retrieved by the technique that
does not exist in the ground truth variants.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(1)

Recall (Equation 2) is the relation of the false negatives (FN),
i.e., the files or lines of source code that exist in the ground truth
variant but were not retrieved by the technique.

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(2)

The F-score (Equation 3) is the harmonic average of precision
and recall.

F-Score = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(3)
Instructions on how to use our tool utils for computing automat-

ically these metrics are available in our Git repository1.

3.4.2 Scalability. To evaluate the scalability of the feature (revi-
sion) location technique, we expect proponents to compute runtime
and memory consumption, reporting the specification of the infras-
tructure used to run the proposed solutions. These metrics can help
to compare and improve techniques regarding the time complexity
and space complexity, i.e., how much time a technique takes to
locate features (revisions) for each variant and how much memory
is necessary to locate features and their revisions for a specific
number of variants.

3.5 Ground Truth Extractor
The ground truth extractor and instructions on how to use it are
available in our Git repository1. We now explain how our extractor
mines features and feature revisions to generate a ground truth. Our
explanation relies on a small running example shown in Listing 1,
where we use the first Git commit of the Marlin system.

We first need the set of features of a system defined to be able
to preprocess variants. Then, we make available the possibility
of setting up manually the set of existing features of a system in
our extractor or computing features automatically based on our
approach to identifying features.

Identifying features. From a specific range of Git commits, we ana-
lyze all macros used in preprocessor directives. The macros used
in the #ifdefs directives are candidates to be part of the features of
the system. We also analyze the macros used in #define directives,
which we discard from being features of the system. Therefore, the
macros considered features are the ones that have never been used
in #define directives in the range of Git commits analyzed.

In the case of our running example (Listing 1), the possible
feature candidates are the macros CONFIGURATION_H, ADVANCE,
MOTHERBOARD, and __AVR_ATmega644P__. In the next analy-
sis, we look for define directives and eliminate the macros
CONFIGURATION_H and MOTHERBOARD. Thus, the set of features we
consider is composed of features ADVANCE, __AVR_ATmega644P__
and BASE. The feature called BASE is the feature containing the core
of the system. The BASE can be represented by the files that are
not source code files, and all code of conditional blocks, i.e., #ifdefs
with macros that are not part of the set of features, for example,
the conditional block from Lines 1-9 in Listing 1. Now we have the
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1 #ifndef CONFIGURATION_H
2 #define CONFIGURATION_H
3 #define MOTHERBOARD 5
4 #ifdef ADVANCE
5 #define EXTRUDER_ADVANCE_K 0.02
6 #endif
7 #endif
8
9 #if MOTHERBOARD == 1
10 #ifndef __AVR_ATmega644P__
11 #error
12 #endif
13 #endif

Listing 1: Code snippet adapted from file Configurations.h
from the first Git commit 750f6c3 of the Marlin system.

set of features to preprocess the variants or to start the process of
mining feature revisions.

Mining feature revisions. Mining feature revisions consists of find-
ing features, which were affected by changes to their implementa-
tion in some Git commits, with lines added, changed, or removed at
specific points in time. For this analysis, we consider all conditional
blocks, all #define directives, and also the blocks and directives from
the top of the file including recursively all the ones in header files,
i.e., files used in the #include directives. We create then a set of con-
straints to represent the conditions that must be satisfied to execute
a specific line of source code (see [23, 24]). For example, Line 3 in
Listing 1 will be executed if the macro CONFIGURATION_H is not de-
fined. In this example, we then know that CONFIGURATION_H is not
a feature and the conditional block of the macro CONFIGURATION_H
belongs to the BASE.

However, in more complex cases, let us suppose the macro
MOTHERBOARD is not defined on Line 3 in Listing 1 and there is
another file containing a conditional block with a feature that is
defining a value 1 for the macro MOTHERBOARD. Thus, the condi-
tional block from Line 9-13 would belong to that specific feature
defining MOTHERBOARD, instead of belonging to the BASE feature.
Yet, another example is the macro MOTHERBOARD defined in two
locations: on Line 3 in Listing 1 and in another file as we mentioned.
We thus consider the conditional block of the macro MOTHERBOARD
as part of the closest feature, which in this example is BASE. We
use the closest feature because the MOTHERBOARD value would have
already been replaced by the value on Line 3, which is part of the
feature BASE before preprocessing the block of Lines 9-13 in List-
ing 1. Finally, when preprocessing the source code, the lines of the
conditional block of the macro MOTHERBOARD would be executed
from the code of the feature BASE.

A feature revision then is a feature that is introduced or changed
when comparing one point in time to another. We thus get a range
of Git commits and compare the first commit with the second,
the second commit with the third, and so on. The comparison
consists of analyzing for each line of source code added, removed,
or changed between two Git commits, which features are part of it.
The feature(s) is/are then selected to preprocess a variant, which
contains the artifacts of at least the feature BASE and possible other
feature(s). Thus, from the features used to preprocess a variant, only
the closest feature will have an increment in its revision, i.e., in the
number that proceeds the name of the feature, which represents
kind of a new version of a feature revision.

Taking into account that all the lines from Listing 1 were added,
we have three variants representing the changes of this point in
time. One is a variant containing the feature revision BASE.1 with
the number 1 as it is the first revision of the feature BASE. The
preprocessed result comprises Lines 2, 3, and 5 from Listing 1. A sec-
ond variant contains the feature revisions BASE.1 and ADVANCE.1.
The result from preprocessing comprises Lines 2 and 3 from List-
ing 1. The third variant containing the feature revisions BASE.1
and __AVR_ATmega644P__ has then Lines 2, 3 and 11 from Listing 1.
This same process repeats for every change over all artifact files of
a system for every Git commits of a selected range. More details of
the approach we used to create variants with feature revisions are
shown in our previous work [23, 24].

We used the ChocoSolver6 to implement our benchmark extrac-
tor and to automate the analysis of building correctly the set of
constraints and getting correct solutions, i.e, the features to be
selected or excluded to execute a specific line of source code. We
chose this solver because it enables us to get basic arithmetic oper-
ations and comparisons of numeric values in the range of integer
or double despite basic logic operations and Boolean values, which
would not be possible with an SAT solver, for example.

4 CONCLUSION
We presented four challenges relevant for feature (revision) loca-
tion techniques to motivate the proposal of solutions for better
mechanisms and tools to support the evolution of systems in space
and time. We made available a benchmark for comparing future
work for supporting reproducibility. It contains a dataset and tool
utilities for computing metrics. The dataset comprises a set of vari-
ants and their configurations to be used as input for the techniques
and a set of variants and their configurations to be used as new
configurations. This allows to evaluate if the resulting traces can
be used to compose variants with a new set of features and feature
revisions.

The ground truth of features at one point in time was generated
by preprocessing SPLs with our benchmark extractor, as well as
the ground truth of feature revisions from multiple points in time.
The ground truth extractor for generating variants with feature
revisions was also used in our previous studies [23, 24], which
mines previously the feature revisions of a range of Git commits
from the SPLs in Git version control systems. Thus, although the
benchmark comprises three systems, our ground truth extractor
can be used to generate ground truth data sets and variants for any
point in time.
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